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Testing color difference evaluation methods

for color digital images
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A psychophysical experiment is carried out to evaluate the color difference between pairs of color digital
images and their modulated versions, which are displayed on a professional liquid crystal display (LCD)
monitor, using the category judgment method. The modulated images for six original images are generated
with variations in five attributes, namely, lightness, chroma, hue, resolution, and sharpness, considering
both their chromatic and spatial characteristics. Several color difference evaluation methods, namely,
CIELAB, CIEDE2 000, CAM02-UCS, S-CIELAB, and iCAM, are compared based on the experimental
data. The results demonstrate that the performance of iCAM is the best for predicting image color
difference.
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There are various methods reported on the traditional
color difference calculation such as CIELAB[1], CIEDE-
2000[2], and CAM02-UCS[3]. These methods are all
established based on uniform color patch samples. How-
ever, an image is formed by a large number of pixels
with different colors, making it quite different from eval-
uating the uniform color samples; such samples are also
difficult to measure directly with physical instruments.
As such, a method must be developed to evaluate the
color difference for color digital images.

In their research on image color difference evaluation,
Song et al.[4−6], tested traditional color difference formu-
las in the image applications. Their results show that the
mean perceived color difference is roughly 2.5∆E∗

ab, but
those for different test images are quite different depend-
ing on the image contents, indicating that it is necessary
to consider the spatial characteristics of human vision
system and the complexity of image contents for image
color difference evaluation. Zhang et al.[7] proposed the
S-CIELAB image color difference model using an image
space filter according to the human visual contrast sen-
sitivity function. Moreover, Johnson et al.[8] proposed
a framework as a color image difference metric. The
framework extends the idea of spatial extension in the S-
CIELAB model by adding several pre-processing steps,
including spatial filtering, adaptation, localization, as
well as local and global contrast detection. The mod-
ular image difference metric is then incorporated into
the image color appearance model (iCAM) to address
image appearance, difference, and quality within a single
model[9,10].

In this letter, the color differences among CIELAB,
CIEDE2000, CAM02-UCS, S-CIELAB, and iCAM for
each image pair, which are based on the visual experi-
ment for the standard test images and their modulated
versions, are calculated and compared with the subjec-
tive evaluation results of the observers. The calculation
and comparisons are performed to further investigate the
image color difference evaluation methods.

Six test images were selected to cover the colors of
the familiar objects, four of these were ISO SCID 300

images, including N1 (Woman), N2 (Street), N3 (Fruits),
N6 (Flower), one from a CIE TC8-03 sRGB image named
Ski, together with an additional image “Tree” for the col-
ors of sky and plants (Fig. 1). These images were all
clipped to ensure they had the same size of 15 × 20
(cm). To generate test images similar to the original im-
ages under a limited extent of difference, the six original
images were manipulated in terms of five attributes, i.e.,
lightness, chroma, and hue angle corresponding to L∗, C,
and H of CIELAB color space, respectively; resolution
(R); and sharpness (S), according to the functions and
parameters listed in Table 1. Five linear manipulations
in the L∗ and C channels were performed to investigate
the effect of linear changes in lightness and chroma. Re-
ductions and increases in lightness and chroma contrast
were simulated using the sigmoid and inverse-sigmoid
functions in L∗and C, respectively[11]. The variations
of image resolution were manipulated using the bicubic
resampling method, equivalently regarding 2 × 2, 3 ×

3, 4 × 4 pixels as 1 × 1 pixels. One method based on
a high frequency emphasis filter[11], was applied to in-
crease sharpness. A total of 216 test images (6 images ×
36 manipulations) were produced.

The visual experiment was conducted in a dark room.

Fig. 1. Six original test images for the psychophysical evalu-
ation.
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Table 1. Image Manipulation Functions and their Corresponding Parameters

Attribute Description Parameter

L∗

Linear: L∗ = k × L∗

0 k=0.8, 0.9, 0.95, 1.05, 1.1

Sigmoid: L∗ =
100

[1/(1 + ME)] × 1 + [M/0.01 × L∗

0
]E M=1.23, E=1.45, in sigmoid and

Inverse-sigmoid: L∗ = 100 × M ×
[1 − 0.01 × [1/(1 + ME)] × L∗

0

0.01 × [1/(1 + ME)] × L∗

0

]

−1/E inverse-sigmoid as SS and ISS,

C

Linear: C = k × C0
respectively, M=0.75, E=1.90

Sigmoid: C =
100

[1/(1 + ME)] × {1 + [M/(C0/Cmax)]E}
as SM and ISM, M=0.63, E=2.35

Inverse-sigmoid: C = 100 × M ×
[1 − 0.01 × [1/(1 + ME)] × (C0/Cmax)

0.01 × [1/(1 + ME)] × (C0/Cmax)

]

−1/E as SL and ISL, respectively.

H Offset: hout = h0 ± k k=2.5◦, 5◦, 10◦

R Bicubic resampling method 2×2, 3×3, 4×4

S

L∗

s = ifft2[fft2(L∗

0) × filter]

filter = 1 + 1.5 ×
{

1 − exp
[ −x2

2 × (a × p)2

]}

p=1/3, 1/5, 1/7, 1/9, 1/11

x: spatial frequency

a: resolution of the display

A 24–inch EIZO professional liquid crystal display (LCD)
of ColorEdge CG241W, with a resolution of 1 920 × 1 200
pixels, was characterized using the Gain-Offset-Gamma
model[12] under illuminant D65 and colorimetric accu-
racy of 0.92∆E∗

ab. The image pairs were simultaneously
displayed on the LCD with a neutral gray background;
the lightness was equal to 22.5, where the resolution of a
single image was 549 × 732 pixels. The viewing distance
was set at 80 cm to obtain a horizontal view angle of
22.5◦ and a vertical view angle of 14.25◦

In each experiment session, an image pair, including
an original and one of its manipulated images, was pre-
sented to the observer in a random order. The position
of the presented images on the left or right of the screen
was also randomized to minimize the effect of the non-
uniformity of display and the adaptation of the observers.
The psychophysical method of category judgment with
a 7-point grade was employed, and a panel of 10 ob-
servers with normal color vision was invited to assess the
visual color difference sensation of the displayed image
pairs according to the descriptions of category shown in
Table 2. The 10 observers were all graduate students
from Zhejiang University, of which 6 were males and 4
were females, with ages ranging from 20 to 33 years.
In this experiment, each of the 10 observers evaluated
all the 216 image pairs, and then 5 of them assessed
half of all the image pairs again to estimate the observer

Table 2. Descriptions of the Judgment Category for
the Visual Experiment

Level of Color Difference Grade

Imperceptive 1

Just Perceptible 2

Perceptible but Completely Acceptable 3

Reluctantly Acceptable 4

Just Unacceptable 5

Completely Unacceptable 6

Extremely Unacceptable 7

repeatability. A total of 2 700 visual judgments compris-
ing (10 observers×216 image pairs)+(5 observers×108
image pairs) were collected.

In this letter, the observer variations were computed
using the coefficient of variation, CV, as defined as

CV =
100

y

[

∑

(xi − yi)
2/n

]1/2

, (1)

where n is the number of assessed images. In addi-
tion, for intra-observer accuracy, xi and yi are the first-
and second-judgment data respectively, while for inter-
observer accuracy, xi is the individual observer data, and
yi is the average data over all the 10 observers. The
mean value of yi data set is y. A CV value of 30 means
a 30% disagreement between the two sets of data.

The average CV of inter-observer accuracy is 33.1
(range from 27.6 to 42.7), while that of intra-observer
accuracy is 36.4 (range from 21.7 to 48.6). With compar-
ison to the published data[11,13], this observer variation
is acceptable, and thus, the experimental data are valid
and credible.

All the categorical data were transformed into the
equal-interval scale values. First, the number of observers
contained in each grade of the category was calculated
to obtain the frequency matrix. After computing the
cumulative frequency matrix and cumulative probability
matrix, the Z-score matrix was computed through the
inverse of the standard normal cumulative distribution.
Finally, the Z-score matrix was transformed to interval
scale values[11] equivalent to the visual judgment of the
observer as regards the color difference for the 216 image
pairs. Here, a bigger scale value reflects higher visual
sensitivity for the color difference between the tested
image pair. In Fig. 2, the ∆V of the vertical axis rep-
resents the average scale values of all the test images
for different manipulation attributes. The error bars
show the standard deviation of 95% confidence interval,
thereby indicating the influence of the image contents.

For the linear manipulation of lightness and chroma
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Fig. 2. Scale values of visual judgments for different ma-
nipulation methods. (a) Linear manipulation of lightness
and chroma; (b) sigmoid and inverse-sigmoid manipulation
of lightness and chroma; (c) offset manipulation of hue; (d)
manipulation of resolution; (e) manipulation of sharpness.

with the same parameter k, the scale values for lightness
is significantly higher than that of chroma (F=1.91 with
Fc=1.86 based on the results of F -test analysis) (Fig.
2(a)). This finding indicates that the human vision sys-
tem is more sensitive to lightness difference, similar to
those of previous studies[4,6]. In addition, the effect of
image contents on the visual judgments for linear manip-
ulation of lightness and chroma is related to the parame-
ter k. This means that the influence of image contents on
the visual judgments is related to the amount of change
in lightness and chroma. In Fig. 2(b), SS, SM, and SL
represent the increase of lightness contrast and chroma
contrast, respectively, from small to large extent using
the sigmoid function. Meanwhile, ISS, ISM, and ISL
produce the reduction of lightness contrast and chroma
contrast using the inverse-sigmoid function. Based on
the results, for the contrast manipulation of chroma and
lightness with the same parameters, the scale values of
lightness contrast manipulation are significantly lower
than those of chroma (with F value of 0.39 and Fc value
of 1.76 according to the F -test results). Moreover, the
scale value rises with the increase of both chroma and
lightness contrast variation. Once again, the influence of
image contents is quite large for chroma contrast varia-
tions, and both the scale values and the effect of image
contents for hue attribute increase with the rising of the
hue offset (Fig. 2(c)).

For resolution and sharpness manipulations, shown in
Figs. 2(d) and (e), respectively, the variation of the
scale values shows a linear tendency with the decrease
of resolution and the increase of sharpness, of which the
correlation coefficients are 0.875 and 0.999, respectively.
Herewith, some relationship exists between the perceived
image color difference and the change of resolution and
sharpness, thus implying that the spatial attributes of
image need to be considered when evaluating the im-
age color difference. Moreover, with increase of image
sharpness, the influence of image contents on the visual
judgment increases at first, before reaching an approx-
imately constant value. However, the effect of image
contents on the visual judgment of different image reso-
lutions is not significant, which may be due to the fact

that the changes of resolution do not cause obvious vari-
ations in lightness and chromatic components.

The image color difference metric predicted by an
ideal formula should be consistent with the subjective
evaluation results of the observer. In this letter, the
color differences were calculated between the original
images and their modulated images pixel by pixel using
CIELAB, CIEDE2000, CAM02-UCS, S-CIELAB, and
iCAM, respectively. The correlations between the cal-
culated color differences and the corresponding visual
evaluation values were analyzed by standardized resid-
ual sum of squares (STRESS)[14]. The average STRESS
values of different manipulation attributes for all the
test image pairs, together with their standard deviation
values, are listed in Table 3. As can be seen, the smaller
STRESS values represent better correlation, and larger
standard deviation demonstrates greater impact of the
image contents on the correlation. The average STRESS
values of all the test image pairs for the five image color
difference evaluation methods according to different at-
tributes are depicted with the standard deviations (error
bars) in Fig. 3.

As can be seen from Table 3 and Fig. 3, iCAM per-
forms best in terms of the overall prediction accuracy
for all the manipulation attributes; it is followed by S-
CIELAB, CIELAB and CIEDE2000, with CAM02-UCS
being the poorest. The performance of iCAM is also
the most outstanding in each manipulation component,
except for the resolution manipulation. This is mainly
because the pre-processing procedures before calculating
the color difference pixel by pixel in iCAM are not ap-
plicable to this situation. The pre-processing procedures
of iCAM used in this letter include spatial filtering and
spatial localization, as introduced by Johnson et al.[8].
However, only the pre-processing procedures enhance the

Table 3. Average Values of STRESS and their
Standard Deviations

CIELAB CIEDE2000 CAM02-UCS S-CIELAB iCAM

Mean SD Mean SD Mean SD Mean SD Mean SD

L∗ 27.3 5.1 31.1 5.5 28.9 5.8 24.9 6.4 17.0 2.9

C 26.5 9.8 33.2 7.5 30.3 13.0 30.9 7.7 16.7 5.0

H 20.8 8.2 20.9 7.9 42.5 2.3 20.8 7.9 17.4 9.1

R 14.8 4.8 14.6 4.6 10.9 4.6 21.1 6.7 33.1 14.3

S 17.1 4.1 16.5 4.2 15.3 9.7 21.6 4.0 13.8 5.1

Overall 32.9 6.1 34.2 5.1 54.5 7.8 30.4 6.8 21.1 4.8

Fig. 3. Performance comparison of image color difference
evaluation methods.
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prediction performance of iCAM for other manipulation
attributes. The result predicted by S-CIELAB is slightly
worse than that by iCAM, indicating that only one spa-
tial filtering in S-CIELAB may not be enough for image
color difference evaluation. Therefore, iCAM is the most
promising method for image color difference evaluation.
However, further studies are expected to improve the
applicability of the pre-processing procedures in iCAM.

Meanwhile, the performance of CAM02-UCS for
different manipulation attributes is very unstable (Fig.
3). The ability of CAM02-UCS to predict resolution
manipulation is the best due to the superiority of color
appearance model, which considers the effect of back-
ground, surroundings, and so on. The prediction of
CAM02-UCS for hue manipulation is rather poor. This
can be attributed to the fact that the offset of hue is mod-
ulated in CIELAB color space, which has no effect on
lightness and chroma attributes when calculating color
difference, although the variation of hue in CAM02-UCS
system can lead to chroma change[3]. Therefore, the hue
difference between the pairs of corresponding pixels in an
image pair calculated using CIELAB and CAM02-UCS
may be quite different, which is also true for the overall
hue difference of the image pair. Contrary to CAM02-
UCS, the performances of CIELAB and CIEDE2000 are
relatively stable for different manipulation attributes,
thus implying that the simple calculation results through
the traditional color difference formula for different at-
tributes is consistent. However, the overall performances
of CIELAB, CIEDE2000, and CAM02-UCS are inferior
to those of S-CIELAB and iCAM, indicating that the
traditional color difference formulas based on uniform
color patch samples are not very suitable for image color
difference evaluation.

An expected image color difference evaluation method
should consider several aspects, such as the influence of
background and surrounding as well as the contrast sen-
sitivity of human vision system. Hence, it is important to
conduct more in-depth research about the pre-processing
steps (including spatial filtering, adaptation, and con-
trast detection) in iCAM to achieve an ideal image color
difference evaluation method.

In conclusion, a visual experiment is carried out
through the psychophysical method of category judg-
ment, in order to test the performance of CIELAB,

CIEDE2000, CAM02-UCS, S-CIELAB, and iCAM for
image color difference evaluation. The test images are
manipulated with different parameters in five image
attributes (i.e., lightness, chroma, hue, resolution, and
sharpness) including both chromatic and spatial alter-
ations. Based on the visual judgments for the image pairs
of different manipulations, the correlations between the
predictions by the five image color difference models
and the subjective estimations of the observers are ana-
lyzed by STRESS and CV. The results demonstrate that
iCAM outperforms the others, though it must be further
studied to improve its applicability to the evaluation of
image color difference.
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